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COVID-19 death toll predictions show that
triggering counterfactual thinking
deteriorates judgmental performance
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Abstract

Plain language summary

Background Effective communication during a health crisis is critical as it directly influences
psychological and behavioral responses that will shape the further progression of the crisis.
Past research has suggested that one type of cognitive mechanism that is likely to be
affected by the framing of public health messages relates to counterfactual thinking.
Methods Based on 6731 incentivized daily forecasts collected over 377 days (from April
2020-May 2021), we investigate the role of triggering counterfactual thinking when
interpreting public information regarding the daily US death toll from COVID-19.

Results Here we show that individuals who engaged in thinking about “interventions that
could have led to an alternative evolution of the death toll” prior to making forecasts exhibit
greater judgmental bias in their predictions compared to the control group. Specifically,
subjectsin the treatment group tend to generate upward counterfactuals and underestimate
the death toll, potentially due to anchoring on more favorable scenarios and insensitivity to
trend changes. Interestingly, this behavior is also observed among individuals who had
recovered from COVID-19 (or someone in their close social circle).

Conclusions Our findings underscore the importance of using debiasing strategies and
neutral communication during health crises to mitigate the generation of upward

How information is provided to the public
about health can impact the interpretation by
the public and how they behave.
Counterfactual thinking occurs when people
construct mental representations of
alternatives to the past. Over the period of one
year, we collected daily predictions from a
sample of 6731 US citizens to study how
triggering counterfactual thinking influences
judgmental predictions regarding the US
death toll caused by COVID-19. We find that
counterfactual thinking substantially worsens
predictive accuracy and propose strategies
for improving the effectiveness of crisis
communication to avoid counterfactual
thinking occurring.

counterfactuals, thus reducing the likelihood of systematic misperceptions and flawed

decision-making.

Effective communication during a health crisis is critical as it directly
influences behavioral responses that shape the progression of the crisis'. A
recent report commissioned by the European Parliament’ concluded that
ineffective crisis communication strategies in some countries during the
COVID-19 pandemic led to lower acceptance of health and safety measures
by public citizens. Moreover, previous studies have shown that fear-based
messaging of COVID-19 related information resulted in heightened states
of anxiety and psychological stress, yet without enhancing consumers’
intentions to adopt mitigation measures’. Finally, presenting information
related to COVID-19 in terms of absolute versus relative changes® as well as
logarithmic versus linear graphs’ systematically affect judgmental accuracy
and subsequent choice behavior.

Examples like these show that it is important to understand how the
framing of public health messages impacts judgment. One cognitive
mechanism that is likely to be affected by the framing of messages relates to
counterfactual thinking, defined as the process of constructing mental

representations of alternatives to the past’. Individuals frequently speculate
how things could have been if they had turned out differently in an attempt
to make sense of past events and prepare themselves for the future’.
Importantly, counterfactual thinking produces psychological consequences
that can be positive or negative. For instance, Bertolotti and Catellani (2023)°
found that counterfactual thinking served as a prebunking strategy to the
spread of misinformation on COVID-19. Similarly, Garcia Ferrés &
DePalma (2023)° reported that counterfactual thinking may attenuate
polarized attitudes with respect to COVID-19 prevention behaviors. Finally,
Ahn et al. '* suggested that repeated exposure to “what-if plans” during
COVID-19 can lead to an increase in reported social distancing behavior
over time.

In the present paper, we study how counterfactual thinking influences
information processing and predictive performance when estimating the
daily US death toll caused by COVID-19. Specifically, media updates on the
daily COVID-19 death toll—which served as the primary source of
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information about the state of the crisis—not only shaped individuals’ risk
perceptions but also influenced subsequent decisions regarding public
transportation use, vaccination, social distancing, and other related
behaviors''. Understanding the effect of counterfactual thinking on judg-
mental performance is key because the framing of public health messages
released during the pandemic may have unintentionally induced various
degrees of counterfactual thinking among recipients'>"”. Furthermore, the
development of effective communication strategies during future health
crises requires an understanding of the cognitive mechanisms at work that
drive behavioral responses.

While some studies suggest that counterfactual thinking can improve
information processing'’, extant research has yet to examine the implica-
tions of counterfactual thinking in judgmental prediction tasks and rarely
studied it outside controlled laboratory environments. Moreover, it remains
unclear how counterfactual thinking interacts with behavioral biases that
forecasters commonly fall prey to in prediction tasks". For example, recent
studies comparing the judgmental performance of experts and consumers in
health crises found a general tendency to underestimate infection fatality
rates. However, this underestimation was less pronounced among experts
compared to the general public'’. In addition, Harvey and Reimers (2013)"
found that forecasters are likely to dampen trends in their judgmental
predictions when the presented series is steeper than what is thought to be
representative for the underlying data environment.

The COVID-19 pandemic represents a naturalistic, emotionally
charged, high impact setting in which the effectiveness of health policy
communication was critical due to the substantial personal risks involved.
Given the unprecedented nature and severe personal consequences of the
health crisis, we expected forecasters engaging in counterfactual thinking to
generate upward counterfactuals”® that consider an alternative, more
positive evolution of the death toll. Moreover, these counterfactuals are
likely to focus on uncontrollable factors tied to others’ actions or inactions
rather than one’s own'’. While previous research has explored the impact of
counterfactual thinking on various motivational, intentional, and behavioral
outcomes”’, its influence on judgmental performance remains under-
explored. One exception is Hoch’s (1985)* study, which found that gen-
erating predictions about personal events, where unrealistic optimism was
expected, led to improved predictive accuracy when ‘con reasons’ were
considered. However, this study only examined events with positive, con-
trollable outcomes (e.g., job search efforts). The effect of counterfactual
thinking on judgmental performance in situations involving negative,
uncontrollable outcomes—such as in the case of health crises—remains
unexplored.

Counterfactual thinking in prediction tasks requires forecasters not
only to extrapolate the target event from factual data, but also to engage
in mental simulations that consider hypothetical trajectories of the his-
torical data. In the context of COVID-19 pandemic, we expect both these
processes to be influenced by a trend damping bias". Given that fore-
casters are likely to generate upward counterfactuals in the context of
COVID-19, they may anchor their judgment on the positive impact of
the hypothetical alternative, resulting in greater judgmental under-
estimation of the actual death toll compared to those who do not engage
in counterfactual thinking. This rationale also applies to the behavioral
pattern observed in Hoch (1985)* for prediction tasks with positive
personal outcomes. In a similar vein, we expect people who contracted
COVID-19 in the past but escaped the crisis unscathed to anchor
judgments on their own personal experience and therefore underestimate
the true risk of dying akin to the base-rate fallacy in probability esti-
mation tasks. However, despite the plausibility of these arguments, it is
possible that upward counterfactuals may result in overestimation of the
death toll due to a contrast effect when comparing the current situation
with the counterfactual reality’".

Drawing on an online field study involving US citizens predicting the
US daily death toll caused by COVID-19 over a period of 377 days, we test
these competing predictions. Specifically, we study how individuals thinking
about “interventions that could have led to an alternative evolution of the

death toll” prior to generating predictions perform compared to forecasters
in a control group. We find that invoking counterfactual thinking leads to
substantially larger judgmental bias and underestimation relative to the
control group.

Methods

Task design

We recruited subjects from Amazon Mechanical Turk between April 24,
2020 and May 5, 2021. Each day, we recorded responses from approximately
18 individuals (N = 6731), who were randomly assigned to one of two
experimental conditions. Subjects began by reading through a detailed
instruction screen, on which they were introduced to the forecasting task
and received verbal as well as graphical stimuli of the key measures to be
elicited as part of the experiment. In both treatments, subjects provided
judgmental forecasts regarding tomorrow’s US death toll caused by
COVID-19. To facilitate this elicitation, we included an interactive graph on
the top half of the task screen, which displayed the daily confirmed cases of
deaths caused by COVID-19 in the US since the day of the first officially
recorded fatality.

We elicited single point estimates about the most likely death toll for
the next day as well as judgments regarding the lower and upper boundaries
of a 90% confidence interval. In addition, we manipulated counterfactual
reasoning (as in Grossman et al. 2023)” in the context of COVID-19 by
asking subjects to think and write about “interventions that could have led to
an alternative evolution of the death toll” prior to generating predictions.
Importantly, treatment and control conditions in our experiment only
differed with regards to whether subjects described the counterfactual event
right after observing the time series graph and before completing the actual
forecasting task (treatment), or at the end of the experiment (control).
Subjects also provided an assessment of whether they believed that the
general trend of the data series had changed (“Since last Monday, has the
trend of the daily COVID-19 death toll in the US changed?”) and answered
several follow questions in relation to COVID-19 (e.g. “Have you or anyone
in your close social circle of family and friends been infected with COVID-
19?”, “Have you been vaccinated?”), which were added to the survey four
months after the start of the data collection. Finally, subjects provided
general demographic information.

Subjects received a fixed payment of $0,40 USD in return for their
participation and a lottery-based performance bonus that rewarded parti-
cipants with the lowest forecast error an additional $1 USD.

Data collection

We limited participation to US subjects with a hit approval rate of above
90%. Although the study was based on a between-subject design, the length
and size of the data collection resulted in some subjects participating more
than once. Specifically, 876 subjects provided multiple forecasts.

The median completion time was 4,3 minutes. Our sample
comprised N=6731 forecasts from 3261 unique subjects (female:
2004, mean age: 39.37). There were 3361 forecasts in the control
group, and 3370 forecasts in the treatment group. Ninety-five percent
of the subjects provided fewer than 5 forecasts across the duration of
the study. Mean age and gender proportion are similar in treatment
and control conditions (t-test: age p = 0.86, and gender p = 0.65). All
t-tests reported in this study are two-tailed.

Protocol

Subjects started by providing their informed consent. The experiment was
coded in Qualtrics and approved by the IE University IRB. In the task we
embedded a visualization of the daily death toll provided by Our World in
Data, which was customized to display data for the United States only and
can be accessed at https://ourworldindata.org/explorers/coronavirus-data-
explorer?zoomToSelection=true&hideControls=true&Metric=Confirmed
+deaths&Interval=New+per+day&Relative+to+Population=
false&Align+outbreaks=false&country=~USA*. The graph shows the
daily new confirmed COVID-19 deaths since the day of the first officially
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recorded fatality in the US (February 29, 2020) and sources data from the
Center for Systems Science and Engineering (CSSE) at Johns Hopkins
University. The full data set can be accessed at https:/github.com/
CSSEGISandData/COVID-19*. Since not all confirmed deaths may be
known yet at any time period t + 1 (i.e., numbers could be adjusted retro-
spectively due to differences in the timing when hospitals and public
authorities reported registered cases), our performance measures only
consider the number of deaths known (and displayed) on the specific day
the forecasting judgment was elicited.

The actual questions used in the survey, the data as well as all codes are
available in OSF with the identifier https://doi.org/10.17605/OSE.IO/
XPRWN (https://doi.org/10.17605/OSF.IO/XPRWN).

Statistics and reproducibility

To study the effects of our treatment condition on judgmental forecasting
performance, we rely on a combination of non-parametric comparisons and
regression analysis. Specifically, when the DV was based on the most-likely
forecasts, to account for non-normality of residuals, we estimated median
regression models in addition to OLS models, whereas whenever our DV
was binary (i.e., such as in the case of the elicited confidence intervals), we
relied on logit regressions. We report details of our main analyses directly,
whereas additional analyses are fully described in the supplementary
information and referred to in the main text as Supplementary Fig. and
supplementary table.

We begin with a descriptive analysis of the heterogeneity of subjects’
responses across control and treatment conditions and compare differences
in the most-likely forecasts using non-parametric tests. Then, in our
regression analysis, more rigorously, we examine the effect of counterfactual
thinking on three key performance measures commonly used in forecasting
theory and practice'. In the regressions, our results can be reproduced by
controlling for subject-level variation using control variables and for repe-
ated observations from the same subject (or non-independence of obser-
vations) by clustering the standard errors at the subject level as commonly
done in panel data analyses™*’. Note that due to random assignment to the
experimental conditions, one subject may have provided forecasts in both
conditions. Therefore, we also re-analyze our data by only considering the
first response of subjects. In addition, we also explore the rationale behind
our findings by analyzing forecasts based on COVID-19 infection status and
trend perceptions.

Reporting summary
Further information on research design is available in the Nature Portfolio
Reporting Summary linked to this article.

Results

Most-likely forecasts summary statistics

We analyze the average daily number of COVID-19 deaths in the United
States during the specified period and the average most-likely forecasts in
both the treatment and control groups. Most-likely forecasts that fell short of
or exceeded the actual death count for the day by 200% were dropped from
the analysis. This left us with a sample of 5920 forecasts entering our ana-
lyses (Control group: 2964 and Treatment group: 2928). Dropping these
outliers did not affect age and gender proportion of participants between
treatment and control conditions (t-test: age p = 0.29 and gender p = 0.63).
Our results remain consistent even when considering more extreme outlier
exclusions rules that include eliminating forecasts that are 300% or 400%
higher than actual death toll (see supplementary information: sensitivity
analysis, Supplementary Tables S17(a) and (b) to Table S22).

When conducting non-parametric Mann-Whitney U tests, most-likely
forecasts in the treatment group (Mean forecast: 662.78) are lower than in
the control group (Mean forecast: 735.15, Cohen’s d: Mean = 0.07, 95% CI =
[0.02,0.12], p < 0.001). This is illustrated in Figure S1 in the supplementary
information. Moreover, forecasts in both control and treatment groups are
lower than the actual death count (Mean of actual death = 1390, Control vs
actual death - Cohen’s d: Mean =0.63, 95% CI = [0.59,0.67], p <0.001,
treatment vs actual death toll - Cohen’s d: Mean = 0.69,95% CI = [0.65,0.73],
P <0.001). In other words, participants systematically underestimated the
number of deaths, particularly in the treatment group, where they were
prompted to consider a counterfactual event. We find similar results even
when dropping repeated observations and considering only subjects’ first
forecasts (Mean: control group = 689.32, treatment group =553.83, Mann
Whitney U test: p = 0.006, Cohen’s d: Mean 0.15, 95% CI: [0.07,0.23]).

Heterogeneity in most-likely forecasts

In Fig. 1, we plot the differences between actual deaths and most-likely
forecasting judgments for control and treatment conditions. A negative
difference (i.e. when subtracting most-likely forecasts from actual deaths)
implies that forecasts overestimate the actual death toll (i.e., the most-likely
forecast is higher than the actual death toll). In contrast, a positive difference
implies that forecasts underestimate the actual number of deaths (i.e., the
most-likely forecast is less than the actual death toll). Figure 1 reveals
overestimation for 21% of forecasts, while the remaining 79% underestimate
deaths. Additionally, the cumulative distribution function (CDF) of the
treatment condition consistently lies below the one of the control condition
- as confirmed by the Kolmogorov-Smirnov (KS) test (p <0.001) - sug-
gesting that forecasts in the treatment condition consistently underestimate
the true death toll in comparison to the control condition.

Fig. 1 | CDF showing the extent of under- (or over-) e |
estimation of deaths.
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Fig. 2 | Actual death toll and most-likely forecasts in
treatment and control conditions (standard error
bars are displayed on the graph).
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Figure 1 legend: The CDF is computed based on # = 2964 most-likely
forecasts in the control group and 7 = 2928 most-likely forecasts in treat-
ment group.

Time-series and regression results

We next examine how judgments change over time in response to the
evolving daily death figures. Notably, in Fig. 2, we observe that forecasts in
treatment and control groups consistently underestimate daily deaths. This
is particularly pronounced during the peaks. Furthermore, forecasts in the
treatment group consistently fall below those of the control group, indi-
cating a greater degree of underestimation.

We analyze the extent of underestimation statistically using regression
analysis. Since residual plots are not normal when running OLS regression
(Shapiro test, p < 0.001, see Supplementary Fig. S2 for the residual plot), we
estimated a quantile regression with tau=0.5 (i.e., which can be also referred
to as a median regression). Quantile models are more robust to violations of
normality in the data, less sensitive to outliers, and do not make assumptions
about the distribution of the parameters”. We cluster standard errors in the
median regression to account for the correlation between repeated forecasts
of the same subjects and control for subjects’ gender and age. The regression
results reported in Table 1: Column 1 show that the coefficient for the
treatment variable is positive and significant, suggesting that in the treat-
ment condition, people underestimate the actual death toll by an additional
110 median deaths compared to the control condition (p = 0.0002).

Even without controlling for subject level characteristics (see Supple-
mentary Table S1: Column 1), we find identical results with median
regression: Forecasters in the control group underestimate the death on
average by 538 (p<0.001) and forecasters in the treatment condition
underestimate the death toll on average by an additional 89 compared to the
control condition (p=0.002). We find qualitatively similar results when
conducting OLS regression with clustered standard errors (see Supple-
mentary Table S2: Column 1).

Figure 2 legend: The average weekly death rate (mean and standard
error) was computed based on average of actual deaths that occurred during
the 7 days of the particular week. While average weekly forecasts (for
n = 54 weeks) for the control and treatment group were computed based on
average of most-likely forecasts that occurred during the particular week of
the study (most-likely forecasts over all weeks: n = 2964 in the control group
and 7 = 2928 in treatment group).

We further examine deviations from actual deaths by segmenting the
time series using Bai-Perron (1998)*° multiple breakpoint tests. We identify
three breakpoints that occurred on the 56th day (week 8), 221st day (week
32), and 309th day (week 45), which represented turning points for the
underlying trend in the time series data. Notably, the peak on the 56th day
appears to be an anomaly (see week 8 in Fig. 2), while the real peak in the

Table 1 | Median regression on the effect of the treatment on
forecasting performance

Death - Forecast sMAPE
Treatment 110.400%** 0.068***
(28.97) (0.011)
p =0.0002 p <0.0001
Female 17.400 —0.008
(57.2) (0.025)
p=0.762 p=0.751
Age 5.200** 0.004***
(2.522) (0.001)
p=0.040 P =0.0002
Constant 260.200* 0.518%**
(134.77) (0.060)
p=0.054 P <0.0001
Observations 5527 5527

*p<0.1, ¥*p < 0.05, ***p < 0.01; Standard errors (clustered at subject-level) are shown in
parentheses, Reference category: Control, Male.

number of deaths occurs between the 221st and 309th days. We therefore
consider the interval between 221st and 309th days to be the peak period and
the remaining days in the time-series to be the non-peak period. We run a
median regression to compare forecast differences between treatment and
control groups during peak and non-peak periods (see Supplementary
Table S3) and observe more underestimation of 863 deaths in both groups
during the peak period compared to non-peak periods. However, differ-
ences in underestimation between treatment and control groups during the
peak period are not statistically meaningful (p = 0.28, see interaction treat-
ment X period in Table S3). We find identical results with OLS regression
(Supplementary Table S$4).

Forecast error

We next analyzed how much forecasting judgments deviated from actual
deaths using alternative, commonly used forecasting performance mea-
sures. Specifically, we quantified forecast errors in terms of the symmetric
mean absolute percentage error (SMAPE)™ due to the non-stationary nature
of the daily death time series, which varied greatly in magnitude across
different segments of the series. Formally, sSMAPE, is defined as follows:

1 1D, — Pyl
SMAPE = NT Zi:LwNZt:LwT |Dit’ + P,

where D, is the actual death toll on day ¢ and P, refers to the death toll
predicted by individual i on day ¢.
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Fig. 3 | Proportion of forecasts (in treatment and e 4
control) whose CI captures the actual death on a
particular day.
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As the residual error plots are not normally distributed, we relied on
median regression using sSMAPE as the dependent variable and included a
binary independent variable to indicate whether subjects had been assigned
to the control or treatment conditions. Median regression results (con-
trolling for age and gender) with clustered standard errors are reported in
Table 1: Column 2. The coefficient of the binary treatment variable is sig-
nificant and indicates that forecast errors are larger in the treatment group
compared to the control group (p < 0.001). We find identical results without
the controls (Supplementary Table S1: Column 2) and in a corresponding
OLS regression (Supplementary Table S2: Column 2). Our results also
remain the same when dropping repeated observations and focusing only
on the first response of the subjects (see median and OLS regressions in
Supplementary Table S15a, b).

Confidence intervals and hit rate

Subjects also provided judgments regarding the lower and upper boundaries
of a 90% confidence interval (CI), such that the actual death toll would fall
within the predicted interval 90% of the time. If both lower and upper
boundaries were entered correctly, we considered it a valid entry. We
constructed a binary hit rate measure to indicate whether the actual death
toll fell into the elicited confidence intervals (defined as 1 when the death toll
for a specific day lay within the CI and 0 otherwise).

Figure 3 illustrates the cumulative distribution function (CDF) of the
average hit rate on a particular day. The hit rate of the treatment group lies to
the left of the control group (KS test, p <0.001). A Mann-Whitney U test
shows a higher hit rate in the control group (21.3%) than in the treatment
group (16.4%) (p < 0.001). Even when removing repeated observations, the
control group (22.3%) is associated with a higher hit rate than the treatment
group (15.9%) (p < 0.001). This suggests that the Cls provided by subjects in
the control group capture actual deaths more accurately compared to the
treatment group, indicating better predictive performance. Additionally, we
estimated a logit regression model with the experimental treatment as
independent variable and hit rate as the binary dependent variable. The logit
regression results, controlling for age and gender, are reported in Table 2
(and without controls in Supplementary Table S6). The coefficient for the
treatment variable confirms that the hit rate is lower for subjects in the
treatment group compared to the control group subjects (p < 0.001). We
also find similar results when estimating a linear probability model based on
OLS regression (see Table S2: Column 3). Our results also remain the same
when dropping repeated observations (see median and OLS regressions in
Supplementary Table S16a, b.

Figure 3 legend: The CDF is based on average hit rate computed for a
particular based on n = 3348 ClIs in the control group and n = 3362 ClIs in
the treatment group.

Table 2 | Logit regression effect of experimental treatment on
hit rate

Hit rate (1/0)

—0.332%%*
(0.062)
p <0.0001

0.218%*
(0.106)
p=0.040

—0.011%*
(0.005)
p=0.019

—0.767%**
(0.280)
p=0.007

6312
—3097.662
6202.323

Treatment

Female

Age

Constant

Observations
Log likelihood
Akaike Inf. Crit.

*p<0.1, **p <0.05, ***p < 0.01
Standard errors (clustered at subject-level) are shown in parentheses, Reference category:
Control, Male.

Moreover, we examined the width of elicited confidence intervals
between treatment and control groups using OLS regression and found no
significant differences (p =0.28) (see Supplementary Table S5). Although
treatment and control groups exhibit similar levels of judgmental precision,
predictions in the treatment group are systematically inferior to the
control group.

Effect of COVID-19 infection status on forecasting

We further analyzed subjects’ responses to questions related to whether they
or someone in their immediate social circle had experienced a COVID-19
infection prior to the day of their participation. As the residual error plots for
these models indicate a potential violation of OLS assumptions, we specify
median regression models with clustered standard errors using a binary
predictor variable to capture subjects’ responses (‘yes'’/no’) in order to
estimate the extent of underforecasting and forecast errors. The results are
summarized in Supplementary Table S7. On average, respondents across
the two groups who answered ‘yes’ to this question underestimated deaths
by 424 on average compared to those who answered ‘no’ (p < 0.001). Wealso
ran a median regression with an interaction term between treatment and
COVID-19 infection status variables. However, the interaction term was not
significantly different (p =0.350), indicating that underestimation in the
treatment group was not systematically higher than in the control group
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(see Supplementary Table S10). In addition to the effect on the extent of
underforecasting, we observe that people who answered ‘yes’ had higher
SMAPE and lower hit rate compared to people who answered ‘no’ (Sup-
plementary Tables S8-S9). Therefore, our findings show that although all
subjects were provided identical information, those who (or whose family
members) had experienced COVID-19 and escaped the pandemic
unscathed provided lower estimates and had higher forecasting error.

Trend judgment and predictive accuracy

For analyzing subjects’ trend assessments (i.e. whether or not the trend of
the death toll had changed during the week in which forecasters provided
their judgments), we estimated a logit regression using a binary variable
(‘trend’) that was associated with a value of 1 when subjects believed that the
trend of the death toll had recently changed into the opposite direction and
zero otherwise. When adding this predictor to the otherwise identical
regression models and after excluding outliers, we find that the proportion
of subjects who felt that the trend remained constant was larger in the
treatment condition compared to the control group (p=0.01) (see Sup-
plementary Table S14: negative coefficient of the treatment variable in the
logit regression indicates that subjects in the treatment condition were less
likely to perceive changes in the direction of the death toll trend). Yet, trend
judgments elicited in both conditions were associated with similar levels of
judgmental confidence (t-test, p=0.11). Moreover, those subjects who
perceived the trend to be unchanged underforecasted the daily death toll to a
greater extent and exhibited larger forecasting errors (p <0.001) (median
regression results with clustered standard errors in Supplementary
Table S11, logit results in Supplementary Table S12, and OLS results in
Supplementary Table S13). Therefore, counterfactual reasoning appears to
desensitize laypeople’s perceptions of changes in trend, ultimately resulting
in larger forecast errors.

Sentiment analysis and character count

We finally analyzed subjects’ verbal justifications in the treatment group,
which they provided right before generating forecasts. First, we coded
counterfactual statements as “upward” or “downward”. Consistent with our
predictions, 95% of the legible statements that the subject wrote were
upward counterfactual statements, which may have anchored subjects on a
more favorable evolution of the death toll that led them to underestimate the
death toll.

In addition, we calculated character count, word count, and general
sentiment of the text that they wrote. Subjects in the treatment group on
average wrote 24 words and 136 characters, respectively. When estimating
the sentiment of counterfactuals by counting the number of words that were
associated with positive and negative sentiments in comparison to the
“bing” dictionary, we obtained the following results: Subjects on average
used 1.36 words (SD =1.86) with net-negative sentiments, whereas the
perceived importance of their counterfactual for the evolution of the pan-
demic was rated on average 2.78 (SD = 1.18) (on a 5 point scale). Finally, we
ran median regression models to estimate the effects of sentiment and
character count on our focal dependent variables (Supplementary Tables 21,
22). When controlling for gender and age, we find the slope coefficient for
character count to be significant, showing a positive association with fore-
cast errors (SMAPE) (p = 0.031) and leading to a lower hit rate (p < 0.001).
However, sentiments generally did not have any effect on the extent of
underestimation and forecasting errors.

Discussion

Our study shows that in forecasting environments with negative,
uncontrollable outcomes, triggering counterfactual thinking when assessing
crisis-related information can deteriorate consumers’ subsequent judg-
mental performance. We found that individuals who thought and wrote
about interventions that could have led to an alternative evolution of the
COVID-19 crisis prior to observing publicly available information regard-
ing the US death toll caused by the virus, exhibited inferior predictive
performance that was associated with larger forecasting errors compared to

the control group. Considering the potential mechanism, our results
revealed that forecasters in the treatment group generated upward coun-
terfactuals and consequently were less sensitive to trend changes compared
to the control group. This could be potentially due to anchoring on the
positive counterfactual scenario. Consistent with this view, we found fore-
casters who used more characters to describe their counterfactual reasoning
in the treatment group (and consequently anchored more) underforecasted
the death toll to a greater extent.

The present study contributes to the existing literature in the following
ways. First, previous research has shown that external threats induced, for
example, by the COVID-19 pandemic can have a severe impact on con-
sumers’ sense of security and therefore lead to adaptive responses in their
decision-making behavior”. The present study adds to this research by
investigating how such external shocks influence the effect of counterfactual
reasoning on judgmental performance. While past studies have only con-
sidered the role of counterfactuals in contexts where the uncertain future
was related to positive personal outcomes™, our study focuses on domains
with negative personal outcomes such as in the case of a health crisis. We
find that when making predictions about the death toll caused by COVID-
19, the consideration of upward counterfactuals, leads to systematically
lower judgmental accuracy. This finding likely resulted from a judgmental
bias when engaging in a mental simulation of a positive counterfactual
scenario. Specifically, anchoring on this hypothetical positive scenario made
subjects insensitive to changes in trends, ultimately leading them to
underestimate the actual death toll. We find that counterfactual thinking
can be problematic in these environments, because flaws in the simulated
reality are likely to anchor judgmental extrapolations of the true progression
of the pandemic. Similarly, we observed that individuals who reported to
have previously recovered from COVID-19 (or someone in their close social
circle) at the time of their forecast underforecasted the number of deaths.
This behavior was also common among forecasters who used more char-
acters to describe their counterfactual thoughts and, thus may have
anchored more strongly on the counterfactual scenario.

Our study contributes to the judgmental forecasting literature. Pre-
vious studies have highlighted several biases that forecasters are likely to
suffer from when confronted with time series forecasting tasks'. For
example, the general finding that human forecasters are likely to under-
forecast true values is not new, because forecasters have frequently been
found to dampen trends in their judgmental predictions when the presented
series is steeper than what is thought to be representative for the underlying
data environment'’. However, past research has so far only studied trend
damping behavior in linear, stationary environments, but not in non-
stationary settings such as COVID-19. Furthermore, a systematic test of the
role of counterfactual thinking on (under-) forecasting performance pro-
vides insights into the circumstances in which judgmental underforecasting
is particularly prevalent. Considering this, we demonstrate that, contrary to
conventional wisdom, careful task deliberation, such as induced by coun-
terfactual reasoning, does not always improve judgmental accuracy.
Moreover, the majority of past studies have investigated judgmental biases
in controlled laboratory environments, not accounting for the fact that the
task may be emotionally charged. Instead, we build on an incentivized,
naturalistic forecasting experiment with real personal outcomes, which can
shed further lights on the determinants of predictive performance.

Our study has several implications for risk communication practices by
public policy makers in the context of health crises. In fact, past studies have
demonstrated that linguistic nuances in the communication of COVID-19-
related information can severely affect consumer perceptions about danger
as well as precautionary behavioral intentions™. Since counterfactual
thinking can be induced through verbal descriptions of an event®, our
research suggests that the framing of crisis-related information in
announcements provided by healthcare providers and mass media to
consumers matters as it can result in misperceptions regarding the evolution
of the crisis. However, counterfactual thinking triggered in a more passive
way (e.g. by reading pre-formulated counterfactuals) may lead to weaker
effects than the ones observed in our active manipulation. In order to
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counteract such misperceptions among consumers, public policy makers,
marketers and the mass media should use neutral language to reduce the
likelihood of triggering upward counterfactual thinking. It is also important
to understand what kinds of messages trigger counterfactual thinking,
which can help policy makers to adopt more effective communication
strategies by carefully formulating public announcements. Moreover,
similar to debiasing strategies adopted in the context of base-rate neglect in
probability judgments, it is important to train consumers to interpret crisis-
related information to better understand the underlying causes™.

In conclusion, understanding how consumers interpret critical health
crisis information is crucial, as it may lead to flawed decision-making and
hinder the effectiveness of public policy interventions such as vaccination
strategies or social distancing. Future research could explore the effect of
counterfactual thinking on broader behavioral outcomes, including risk
perceptions and decisions related to vaccination or willingness-to-pay for
insurance products and test the generalizability of our findings in other
high-impact crisis situations involving, for example, natural disasters and
counterterrorism.

Data availability

The CSV data that support the findings of this study are available in OSF
with the identifier https://doi.org/10.17605/OSE.IO/XPRWN (https://doi.
org/10.17605/OSF.IO/XPRWN)™.

Code availability

The R code used for data analysis is also available in OSF with the identifier
https://doi.org/10.17605/OSF.IO/XPRWN  (https://doi.org/10.17605/OSF.
[O/XPRWN)®.
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