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Abstract
We experimentally characterize and measure the interaction between risk and time 
preferences. Our results indicate that risk and time preferences are intertwined. We 
find that decision makers are insensitive to time delay for small probabilities of 
gains, but become progressively more sensitive to time delay as the probability of 
gain increases. We compare the fit of existing decision models that capture risk and 
time preferences. Our results indicate that the models which allow for probability-
time interaction and capture magnitude effect fit the data better. We also show that 
accounting for risk-time preferences interaction leads to lower estimated discount 
rates.

Keywords Risk attitudes · Time preferences · Risk-time preferences interaction

JEL Classification D81

1 Introduction

Consider a decision maker (DM) choosing between two options: receiving $100 
with 50% chance tomorrow or receiving $100 with 75% chance in 1 year. Such 
choices are not straightforward, because it involves trading off outcomes across both 
the probability and time dimensions. Many economic decisions, such as an inves-
tor investing in a start-up or a mutual fund (with different levels of riskiness and 
lock-up-periods), a doctor deciding on treatment options (with risky future health 
outcomes) for his patient, a manager choosing between different research and devel-
opment (R & D) investments, a policy maker deciding between different climate 
change abatement policies, involve such risk-time trade offs. This paper aims to 
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empirically characterize how decision makers actually choose between such risky 
prospects paid at different time points.

Future payments are inherently risky. Therefore, when a decision maker chooses 
between two risky options in the future, the DM’s choices are not only affected by 
his risk and time preferences, but also affected by the influence of his risk preferences 
on time preferences.1 Empirical investigations also support this interrelationship 
between risk and time preferences (Keren & Roelofsma, 1995; Anderhub et al., 2001; 
Weber & Chapman,  2005; Baucells & Heukamp,  2010; Ida & Goto,  2009; Epper 
et  al.,  2011; Andreoni & Sprenger,  2012; Cheung,  2015; Miao & Zhong,  2015). 
Recognizing this interrelationship, Halevy (2008) developed an axiomatic model 
that can account for risk associated with future payments using a discounted utility 
with nonlinear probability weighting.2 The model jointly accounts for anomalies in 
risk and time preferences and explains the behavioral deviations from the discounted 
expected utility model (Fishburn & Rubinstein, 1982). With a similar focus, Baucells 
and Heukamp (2012) developed the probability-time trade-off (PTT) model to cap-
ture the interaction between risk and time preferences accounting also for the mag-
nitude effect (Chapman & Elstein,  1995).3 In their model, the interaction between 
probability and time depends on outcomes through a weighting function but the util-
ity derived from the outcomes is independent of time. The PTT model imposes a 
constant trade-off between probability and time delay for a specific outcome size. 
Alternatively, Gerber and Rohde (2018) followed a different approach to capture risk-
time preferences interaction: They allowed the weighting function that captures the 
probability-time interaction to be independent of outcomes but instead imposed the 
utility to be dependent on time. One other approach developed recently is the range 
and sign dependent utility (RSU) model (Kontek & Lewandowski,  2017; Baucells 
et al., 2018), which transforms outcomes (depending on the range) instead of proba-
bilities. Surprisingly, the RSU model generalizes the PTT model to multiple outcome 
prospects. The different modeling approaches discussed above capture risk-time pref-
erences interaction and are able to explain the behavioral deviations from discounted 
expected utility (DEU).

Existing experimental studies have shown that time delay produces the same 
change in preference as the reduction in probability of receiving the outcome would 
induce. In fact this phenomenon explains why common ratio effect (Allais, 1953) and 
preference for immediate payment (Loewenstein & Thaler,  1989) is reduced when 
prospects are delayed and are made risky (respectively) (Keren & Roelofsma, 1995; 
Baucells & Heukamp, 2010; Andreoni & Sprenger, 2012). Such preference patterns 
can only be explained by a model that combines risk and time preferences in a non-
separable fashion (Baucells & Heukamp,  2012). However, more experimental evi-
dence is needed to understand how the risk and time preferences are combined for 

1 Prelec and Loewenstein (1991) showed that there are many parallels between the impacts of risk and 
time preferences on decision making.
2 The model is based on the axiomatic system developed by Chew and Epstein (1990) that extends non-
expected utility to temporal prospects.
3 Magnitude effect implies that people are more patient when discounting larger outcomes.
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different outcome levels, probabilities, and time delays. In other words, there is a 
need to compare and evaluate alternate approaches to modeling and measuring risk 
and time preferences interaction.4

Our paper aims to fill this gap by (i) providing a clean model free evidence on the 
interaction between the risk and time preferences for different outcome levels, prob-
abilities, and time delays; (ii) understanding how decision makers incorporate risk 
and time delay into their evaluations, specifically understanding if the time delay 
affects the taste (utility) or the probability processing; (iii) comparing and evaluating 
alternate approaches to modeling risk and time preferences. In order to achieve the 
objectives, we conducted an experiment where we elicited present certainty equiva-
lents of risky prospects paid at different time points in the future.5 We used the cer-
tainty equivalents to estimate a simple model (with minimal parametric assumption), 
which treats time delay as a source of uncertainty (Fox & Tversky, 1995; Abdellaoui 
et al., 2011a). Our experimental results indicate that there is a significant interaction 
between the probability and the time delay of receiving the outcomes: subjects were 
insensitive to time delay for small probabilities of gains but become progressively 
more sensitive to time delay as the probability of gain increases. On the other hand, 
we find that the utility a subject derives from his outcomes was not dependent on 
time at which the subject received the outcomes. Our results, thus offer support to 
models that capture risk-time interaction using the interaction between probability 
and time. Further, our results also offer new insights for modeling probability-time 
interaction.

We also compared the fit of existing decision models that capture risk and time 
preferences. In particular, we compare the classical models that assume no inter-
action between risk and time preferences (discounted expected utility model, dis-
counted rank dependent utility model, hyperbolic discounting model), models 
that capture risk-time preferences interaction using a probability-time interaction 
approach (Halevy, 2008, PTT model, RSU) and models that capture risk-time pref-
erences interaction using a time dependent weighting and utility function (weighted 
temporal utility, Gerber & Rohde,  2018). Based on the Akaike information crite-
rion (Akaike, 1998), we find that the models that capture risk-time preferences inter-
action and account for the magnitude effect (RSU, WTU) fit the data better. Our 
results also show that, when the risk-time preferences interaction is accounted for, 
the estimated discount rates capturing pure rate of time preferences are lower. We 
also replicate the above results in a follow-up incentivized online study.

The paper is organized as follows. Section 2 introduces the model. Section 3 dis-
cusses the experiment and results. Section 4 fits the existing decision models to the 

4 Andreoni and Sprenger (2012) focus on common ratio property as applied to intertemporal risk and 
show that different alternatives to DEU cannot explain the observed choices. In contrast, our study does 
not focus on a specific property but explores in more general how risk and time preferences interact with 
each other by estimating different decision models and comparing them.
5 Noussair and Wu (2006), Abdellaoui et al. (2011b) focus on the time of uncertainty resolution (by fix-
ing the time of payment), we focus on the time of payment (by fixing the time of uncertainty resolution).
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data. Section 5 reports the follow-up study. Section 6 presents the discussion of the 
experimental results and the conclusions.

2  Models

We consider a DM who evaluates an one outcome prospect L1 = (x,Et
p
;0) that pays 

monetary outcome x ≥ 0 at time t if event Ep with probability p occurs but pays zero 
otherwise. We also assume that the prospect L1 is resolved immediately but only the 
payment happens at time t.6 We assume the DM calculates the value (v) of the pros-
pect L1 as follows:

where wt(.) is a probability weighting function that captures the weight given to an 
outcome paid at time t with probability p and u(.) is a utility function. The probability 
weighting function is strictly increasing on the probability interval with wt(0) = 0 , 
∀t . The utility function is also strictly increasing. Note that the model does not have 
an explicit discount component and allows the probability weighting function ( wt ) 
to vary with time delay. Such a general approach allows to capture how a DM com-
bines probability and time (p and t) in his evaluation. The approach is synonymous 
with the source function approach (Abdellaoui et  al.,  2011a) where different time 
delays to receive the outcomes correspond to different sources of uncertainty.7 When 
t = 0 , we assume the model in Eq. (1) coincides with the traditional rank dependent 
utility (RDU) under risk for non-delayed lotteries (e.g., Quiggin, 1982; Tversky & 
Kahneman, 1992). As w0 is a probability weighting function under RDU, w0(1) = 1 . 
Therefore, this allows us to extend our model to two (non-zero) outcome prospects 
at time t = 0 . For example, the value (v) of prospect L2 = (x,E0

p
;y) with outcomes 

x ≥ y ≥ 0 paid at t = 0 , is given by:

Equation (2) is critical in our empirical approach as it allows us to derive a util-
ity function u. Also note that, our model in Eqs. (1) and (2) can be generalized to 
a model that can value two (non-zero) outcome prospects paid at time t > 0 . For 
example, the value (v) of a prospect L2 = (x,Et

p
;y) , where x ≥ y ≥ 0, can be esti-

mated using a more general value function v(L2) = wt(p)u(x) + (wt(1) − wt(p))u(y) 
with w0(1) = 1 and wt(1) ≤ 1 . The primary focus of the paper will be to measure the 
model in Eq. (1) and characterize the risk-time preferences interaction. Below we 
discuss, how the existing decision models in the literature relate to Eq. (1).

(1)v(L1) = wt(p)u(x)

(2)v(L2) = w0(p)u(x) + (1 − w0(p))u(y).

7 We use the terms “time of payment” and “time delay” interchangeably. All models discussed in the 
section focus on the present value of the prospect, therefore time of payment corresponds to time delay.

6 Similar approach has been followed by other studies (Andreoni & Sprenger,  2012; Abdellaoui 
et al., 2019) to avoid time of uncertainty resolution from affecting the preferences (Kreps & Porteus, 1978).
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Special cases of Eq. (1). The value of the prospect L2 under the standard discounted 
expected utility (DEU) model is given by:

where � ∈ [0, 1] is the discount factor. DEU is a special case of the model described 
in Eq. (1) when wt = �tp.8 To account for anomalies in risk preferences, the DEU 
model can be extended to a rank dependent utility set-up (Chew & Epstein, 1990). 
The value of prospect L2 under discounted rank dependent utility (DRDU) is given 
by:

DRDU is a special case of the model described in Eq. (1) when wt = �tw . Other 
models that account for anomalies in time preferences such as the hyperbolic dis-
counted EU model (Loewenstein & Prelec, 1992) and quasi-hyperbolic discounted 
EU model (Laibson,  1997) are also special cases of the model in Eq. (1) when 
wt = (1 + �t)−h∕�w (with h > 0 ) and wt = ��tw (for t > 0 ), respectively. In fact, 
we could replace �t in Eq. (4) with (1 + �t)−h∕� to get hyperbolic discounted rank 
dependent utility (HDRDU), which can account for anomalies in risk and time pref-
erences separately.

Model of Halevy (2008). The model of Halevy (2008) builds on the DRDU, but also  
accounts for the fact that future payments are inherently risky. Therefore, apart from 
the discount rate that captures the pure rate of time preferences, the model also 
includes a stopping probability P (which captures the mortality risk or the risk of not 
receiving the payment) that depends on the time delay. The survival probability is 
then indicated by 1 − P . Under Halevy (2008), the DM perceives the prospect L2 as a 
ternary prospect with outcomes L2 = (x, p(1 − P)t;y, (1 − p)(1 − P)t;0, 1 − (1 − P)t) . 
The value of prospect L2 is given by:

where � captures the pure rate of time preferences. The Halevy (2008) model incor-
porates the survival probability within the weighting function and thereby allows the 
interaction between probability and time delay. The model is a special case of Eq. 
(1) when wt = �tw(p(1 − P)t).

Probability time‑trade off (PTT) model (related to Eq. (1)). The probability-time 
tradeoff model (Baucells & Heukamp,  2012) captures the risk-time preferences 
interaction using a weighting function that depends on both the probability and 
time delay. In addition the model also accounts for the magnitude effect, by allow-
ing the discount rate within the weighting function to depend on the outcome 

(3)v(L2) = �t(p × u(x) + (1 − p) × u(y))

(4)v(L2) = �t(w(p)u(x) + (1 − w(p))u(y)).

(5)v(L2) = �t(w(p(1 − P)t)u(x) + (w((1 − P)t) − w(p(1 − P)t))u(y))

8 For prospect L2, this can be inferred by substituting wt = �tp into the more general form of Eq. (1) 
described above.
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size. The model is originally defined for one (non-zero) outcome prospect of form 
L1 = (x,Et

p
;0) where x ≥ 0 . The PTT value of prospect L1 is given by:

where w is the probability weighting function, rx is the discount rate that depends on 
the size of outcome x. The discount rate rx = r0 +M∕x , where a positive M indicates 
that discount rate is smaller for larger outcome size (capturing the magnitude effect). 
The discounting term e−rxt captures the risk associated with future payment. There 
is a natural similarity between the model in Eq. (1) and the probability-time trade-
off model. Unlike Eq. (1), PTT parameterizes the probability and time interaction. 
However, unlike PTT, Eq. (1) does not capture the magnitude effect. The PTT model 
with a constant r would be a special case of Eq. (1)

Weighted temporal utility (WTU) model (general version of Eq. (1)). Gerber and 
Rohde (2018) developed the weighted temporal utility (WTU) model for one (non-
zero) outcome prospect to jointly account for risk and time preferences anomalies. 
The WTU value of prospect L1 is given by:

The WTU model is a general case of the model in Eq. (1) as it allows for both prob-
ability-time and utility-time interactions. It is an open empirical question if both the 
utility and probability interact with time delay. Note that the utility function ut also 
allows the WTU model to account for the magnitude effect (see Proposition 3.1 in 
Gerber & Rohde, 2018).

Range and sign dependent utility (RSU) model (generalization of PTT). Recently, 
the range and sign dependent utility model for risk (Kontek & Lewandowski, 2017) 
has been extended to temporal prospects by Baucells et al. (2018). The core idea of 
range and sign dependent utility is that the DM transforms the outcomes (depending 
on the range) instead of probabilities. Surprisingly, RSU model coincides with PTT 
for single outcome prospects.9

Under RSU, the reference point of the prospect L2 = (x, p;y, 1 − p) for time delay 
t = 0 is the minimal outcome y. Therefore, the RSU value of prospect L2 is given by:

Replacing D = w−1 we get:

(6)v(L1) = w(p × e−rxt)u(x)

(7)v(L1) = wt(p)ut(x).

(8)D

[

v(L2) − u(y)

u(x) − u(y)

]

= pD

[

u(x) − u(y)

u(x) − u(y)

]

+ (1 − p)D

[

u(y) − u(y)

u(x) − u(y)

]

.

(9)v(L2) = u(y) + w(p)(u(x) − u(y)).

9 Note that, although, RSU agrees with PTT when evaluating value (or certainty equivalent) of a single 
outcome prospect, range effects may intervene in RSU when comparing two single outcome prospects.
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However, when time delay t > 0 , the DM perceives the prospect L2 as ternary pros-
pect with outcomes L2 = (x, pS(t);y, (1 − p)S(t);0, 1 − S(t)) . The S(t) is the survival 
probability and 1 − S(t) captures the risk of DM not receiving the payment. Consid-
ering a transformation function D = w−1 , the RSU value of prospect L2 is given by:

where [0, x] is the outcome range and 0 is the reference point. Replacing D = w−1 
and S(t) = e−rx,yt , we get:

Note that for one-outcome prospects, the v(L2) in the Eqs. (9) and (12) coincide with 
the PTT model. The discount rate rx,y in Eq. (12) depends on both outcomes x and y. 
Baucells and Cillo (2019) find that the sum of outcomes ( x + y ) and the largest out-
come x has the highest influence on discount rate rx,y. Therefore, we consider the fol-
lowing specifications for the discount rate rx,y = r0 +M∕x and rx,y = r0 +M∕(x + y).

In the experiment, we elicit the present certainty equivalent (CE) for a prospect L2 paid 
at time t, i.e., the sure amount payable at time 0, that the DM considers as equivalent to that 
particular prospect L2 . Once the CE is elicited, the parameters of the model in Eq. (1) can 
be elicited by equating u(CE) = wt(p)u(x) . After estimating the model in Eq. (1), we also 
estimate the models described in this section and compare them on the degree of fit.

3  The experiment

The experiment was conducted at INSEAD Sorbonne lab in Paris and consisted of 
individual computer-based interviews of 50 subjects. The experiment consisted of 
three sections. 

1. In section I (time preferences), the subjects made a choice between two certain 
payments paid at two different dates. For each question the subject made a choice 
between an amount paid tomorrow10 and an amount paid at a later date. The pre-
sent certainty equivalent (CE) was elicited by changing the amount paid tomorrow 
(using the bisection method) until the subject expressed indifference. The four 
questions in section I allowed measuring the pure time preferences of the subject.

(10)
D

[

v(L2) − u(0)

u(x) − u(0)

]

= pS(t)D

[

u(x) − u(0)

u(x) − u(0)

]

+ (1 − p)S(t)D

[

u(y) − u(0)

u(x) − u(0)

]

+ (1 − S(t))D

[

u(0) − u(0)

u(x) − u(0)

]

(11)D

[

v(L2)

u(x)

]

= (pS(t) + (1 − p)S(t)D

[

u(y)

u(x)

]

)

(12)v(L2) = u(x)w(pe−rx,yt + (1 − p)e−rx,ytw−1

[

u(y)

u(x)

]

).

10 The sooner payment was not paid immediately but tomorrow, to ensure the transaction costs were 
similar for both the choices.
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2. In section II of the experiment (risk preferences), the subjects made a choice 
between a risky prospect and a sure outcome (both paid tomorrow). The CE of 
the risky prospect was elicited by changing the sure outcome until the subjects 
expressed indifference. The five questions in section II enabled measuring the 
risk preferences of the subjects.

3. In section III of the experiment (risk and time preferences), the subjects made 
a choice between a risky prospect paid later and sure outcome paid tomorrow. 
The present CE of the risky prospect paid later was elicited by varying the sure-
outcome (paid tomorrow) until the subject expressed indifference. The fifteen 
questions in section III allowed measuring the risk-time preferences interaction.

After each question in all of the three sections, a prefilled choice list was presented 
to the subjects to confirm their indifference point. The details regarding the experi-
mental procedures are discussed below.

3.1  Subjects and stimuli

The 50 subjects (22 female), of mean age 24, were university students in Paris. The 
section  I stimuli corresponds to two sure outcomes paid at two different payment 
dates. For the task involving risk (section II) and risk-time (section III), the subjects 
were asked to choose between a sure outcome paid tomorrow and a risky prospect 
paid tomorrow or in the future. The outcomes of the risky prospect were decided 
by the draw of a ball (of subject’s favorite color) from a box consisting of different 
colored balls at the end of the experiment. For the details of the stimuli used in dif-
ferent sections, please refer to the Appendix A.

3.2  Incentives

All subjects participating in the study were paid a fixed fee of €10. To supple-
ment that amount we instituted a randomized incentive procedure. Subjects were 
informed that they might be able to play one of their randomly selected choices 
for real and win a cash amount up to €100. At the end of the experiment, sub-
jects were asked to pick a coin from a box consisting of different colored coins.11 
If the subject picked up the coin of his or her favorite color — which they indi-
cated at the beginning of the experiment — they were eligible to play one of 
their choices for real. Each subject had a 10% chance to play one of their choices 
for real. Six subjects received on average €80 of variable incentive based on 
their choices.12 To incentivize the questions related to time preferences in our 

12 If the subject was chosen to receive real incentive, then one of the questions was randomly selected. 
For that specific question, one of the choices in the choice list was randomly selected and the uncertainty 
(if any) was resolved immediately by picking a coin from a box consisting of different colored coins. The 
subjects were paid on the specific date based on their choices and the resolved uncertainty.

11 We used colored coins as a substitute for the colored balls that were used in the experimental stimuli
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experiment, we had to make sure that the transaction costs did not affect the sub-
ject’s choices (Kirby & Santiesteban, 2003). For instance, when making a choice 
between immediate and a later payment, subjects might prefer an immediate 
payment to avoid returning to the lab to collect the real incentive (in case they 
win). To avoid such factors from affecting the subject’s choices, all questions 
were essentially a choice between two prospects paid in the future. This is the 
reason for estimating CE tomorrow (and not today) for all future payments. The 
future amount to be paid was shown to the subjects and kept within an envelope 
at the INSEAD-Sorbonne lab in Paris. The subjects were also given a receipt 
that they can use to claim their payment after the payment date. To ensure uni-
form transaction cost, we also required all subjects to come back to the lab to 
claim their incentive.

3.3  Procedures

The experiment lasted 45 minutes on average. Subjects were told at the begin-
ning that there were no right or wrong answers and that the experimenters were 
interested only in their true preferences. The experiment was carried out by 
three experimenters through a series of individual interviews. To ensure consist-
ency of instructions, the same video was used to explain the instructions to all 
subjects across different interview sessions. The experiment consisted of three 
sections as described before: The questions in section I were a choice between 
sure outcomes paid sooner or later. The questions in section II were a choice 
between sure outcomes and risky prospects (both paid tomorrow). The questions 
in section III were a choice between sure outcomes paid tomorrow and risky 
prospects paid in the future.

In all the three sections, the subjects can choose one of the options or express 
indifference between them. For section I questions, after each choice, the 
smaller sooner amount was varied (using the bisection method) until the sub-
ject expressed indifference between both the options and the certainty equiva-
lence (CE) of the future sure payment was computed. In section II and III, the 
sure outcome paid tomorrow was varied (using the bisection method) until the 
subject expressed indifference and the certainty equivalence (CE) of the risky 
prospect was computed. After each question, based on the answers to bisection 
method questions, we provided a prefilled choice list to the subject and asked 
them to verify their choices. The choice list tabulates the subject’s choices 
(based on the bisection method) between different levels of sure outcomes and 
the prospect. The subjects can modify their choices in the choice list and the CE 
was computed based on the final indifference (or switching) point in the choice 
list. Using both bisection method and choice list, not only allows making choices 
easier for the subjects, but it also avoids error propagation that is common in the 
bisection method (Wakker & Deneffe, 1996). For an overview of the bisection 
method and choice list approach we adopted, please refer to the Appendix A.
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3.4  Validity of measurement

To ensure valid responses, we included dominance and consistency checks. The 
subjects were given a choice between larger sooner amount and a smaller later 
amount. The subjects who chose the smaller later amount were classified as vio-
lating dominance. In addition, one of the questions in each section was repeated 
(i.e., asked twice). Subjects who answered similarly to both the questions were 
classified as consistent.

3.5  Questions

We elicited certainty equivalents for the prospects in Table 1. The prospects in 
Table  1 were paid at time t and the CE is elicited at time T ( t > T) . The t and 
T in Table  1 correspond to month of payment and the month at which the CE 
is elicited (respectively). The t = 0, 2, 4 corresponds to outcomes paid tomor-
row, 2 months from tomorrow or 4 months from tomorrow (respectively). The 
CEs of first four prospects (section I) enable measuring time preferences. The 
CEs elicited tomorrow for prospects 5,… , 14 (section II and III) with different 
time delays ( t = 0, 2, and 4 months) enable estimating Eq. (1) and characterizing 
risk preferences and risk-time preferences interaction. In addition, for prospects 
paid at t = 4 , we also elicited the CE at T = 2 . The CE elicited for 44 prospects 
allowed estimating different decision models described in Sect. 2.

3.6  Results

3.6.1  Data validity

There was no dominance violation but 12 subjects violated consistency checks. 
Out of these 12 subjects, three subjects who exhibited extreme choice incon-
sistencies were dropped from further analysis. The results below focus on the 
remaining forty seven subjects only.

Table 1  CE elicited at time T for prospect paid at time t 

* − CE at time T = 2 was elicited only for prospect paid at time t = 4

Prospects 1 2 3 4 5 6 7 8 9 10 11 12 13 14

xi 100 100 100 100 50 100 100 25 100 100 100 100 100 100
pi 1 1 1 1 0.25 0.25 0.25 0.25 0.25 0.05 0.25 0.5 0.75 0.95
yi 0 0 0 0 0 25 50 0 75 0 0 0 0 0
t 2 4 3 4 0/2/4
CE at T 0 0 1 2 0∕2∗
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3.6.2  Analysis of certainty equivalents

We indicate the CEs of prospects 1,… , 4 by z1,… , z4 . We indicate the CEs elic-
ited at time T = 0 (tomorrow) for prospects 5,… , 14 with different time delays 
( t = 0, 2, and 4 months) by zt

5
,… , zt

14
.

Time preferences. The CEs z1,… , z4 allow us to measure time preferences and 
evaluate if they are non-stationary. Time preferences are not stationary when the 
degree of impatience varies depending on the time of elicitation. For instance, 
a subject exhibits hyperbolic discounting (or strong decreasing impatience) if the 
CE elicited for the same time delay decreases when the CE is elicited in the future. 
In other words, the subject is impatient when comparing payments in near future 
but becomes more patient when comparing payments far in the future. A subject 
is hyperbolic discounting if z4 − z3 > 0 . Present bias (weak decreasing impatience) 
is a sub-case of hyperbolic discounting and it implies disproportionate preference 
for immediate payments. A subject is present biased if z4 − z1 > 0 . Another com-
monly found anomaly is sub-additive discounting (Read, 2001), which implies that 
discounting over a delay is greater when the delay is divided into subintervals than 
when it is left undivided. Sub-additive discounting implies that z1 × z4 < 100 × z2 
(for a power utility). The Table 2 classifies the subjects based on non-stationarity in 

Table 2  Classification of 
subjects based on non-
stationarity of their time 
preferences

Number of individuals Negative Zero Positive

Present bias 18 12 17
Hyperbolic 14 21 12
Sub-additive 16 1 30

Table 3  Analysis of certainty 
equivalents

Mean different from EV: *- significant at � = 0.1 , * *- significant at 
� = 0.05 , *** - significant at � = 0.01 (p-value in the last column) 

Certainty equivalents z0
i

i EVi Mean Median SD p-value

5 12.5 13.1 10 8.5 0.635
6 43.75 38.4∗∗∗ 36.7 9.3 < 0.001

7 62.5 64.8∗ 65 8.1 0.056
8 6.25 9.0∗∗∗ 7.5 4.6 < 0.001

9 81.25 83.2∗∗ 82.5 5.3 0.017
10 5 7.1∗ 5 8.2 0.08
11 25 15.7∗∗∗ 11 12.9 < 0.001

12 50 29.5∗∗∗ 28 14.5 < 0.001

13 75 47.4∗∗∗ 50 23.0 < 0.001

14 95 66.5∗∗∗ 65 23.5 < 0.001
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their time preferences. We find that a significant proportion of subjects exhibit sub-
additivity (p-value = 0.05). There was no significant evidence for predominance of 
subjects with present bias or hyperbolic discounting.

Risk preferences. The certainty equivalents (CE) of prospects i = 5,… , 14 (from 
Table 1) for delay t = 0 (indicated by z0

i
) are computed in Table 3. Note that the first 

five prospects (5,… , 9) have different outcomes but fixed probability ( p = 0.25 ). 
The next five prospects (10,… , 14) have fixed outcomes (0 and 100), but the proba-
bility is varied from 0.05,… , 0.95 . When the probability is fixed at p = 0.25 and the 
outcomes are varied (prospects 5,… , 9) , the subjects are risk seeking in aggregate 
(meaning the mean certainty equivalent is greater than expected value) for 3 out of 
5 prospects (except prospect 5 and 6). When the outcome is fixed and the probabili-
ties are varied (prospects 10,… , 14 ), consistent with literature (Kahneman & Tver-
sky, 1979), the subjects are risk seeking for small probabilities (p = 0.05) but risk 
averse for intermediate and large probabilities (p ≥ 0.25) . Table 13 in the Appendix 
B discusses the proportion of risk averse and risk seeking subjects for each question. 
As expected, subjects are majorly risk averse for seven out of ten prospects.

Risk and time preferences interaction. The certainty equivalents (CE) of prospects 
i = 5,… , 14 (from Table  1) for different time delays t = 0, 2, 4 (indicated respec-
tively by z0

i
 , z2

i
 , and z4

i
 ) are computed in Table 4. As future payments are discounted, 

we expect z0 > z2 > z4 . A 3 × 10 ANOVA test with repeated measures rejected 
the null hypothesis that certainty equivalents are not influenced by the time delay 
(p-value = 0.002). A one-way ANOVA test with repeated measures failed to reject 
the null hypothesis that certainty equivalents are not influenced by the time delay 
only for prospect i = 10 . In the paired t-tests we find that, certainty equivalent for 
prospects paid at time t = 0 ( z0 ) is significantly higher than the certainty equivalents 
of prospects paid at time t = 2, 4 ( z2 and z4 ), for seven out of ten prospects. However, 

Table 4  Analysis of certainty equivalents

Certainty 
equivalents

z0
i

z2
i

z4
i

i EVi Mean Median SD Mean Median SD Mean Median SD

5 12.5 13.1 10 8.5 9.8 9.2 7.3 8 6.2 5.5
6 43.75 38.4 36.7 9.3 34.6 33 8.7 35 33 10.4
7 62.5 64.8 65 8.1 60.9 59.2 8.1 61.7 59.2 10.8
8 6.25 9.0 7.5 4.6 6 5.2 3.4 5.5 5 3.5
9 81.25 83.2 82.5 5.3 79.8 79.7 4.5 79.9 78.5 5.0
10 5 7.1 5 8.2 6.1 4 6.3 5.1 3.5 5.04
11 25 15.7 11 12.9 12.7 11 11.7 12.7 11 13.9
12 50 29.5 28 14.5 22.5 16 15 23.5 22 17.2
13 75 47.4 50 23.0 37.5 42 20.2 38.4 37.5 20.3
14 95 66.5 65 23.5 62.3 65 23.2 52.6 53 23.7
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the z2 is significantly higher than z4 only for one out of the ten prospects. The result 
suggests that the subjects are less sensitive to time delays in the future.

To understand more precisely the effect of probability on sensitivity to time 
delay, we now compare the certainty equivalents of the prospects 10,… , 14 
for different delays t. We can observe from Fig.  1 and paired t-tests reported 
in Table 5 that z0 , z2, and z4 are not significantly different from one another for 
small probabilities ( p = 0.05, 0.25 ). However, for intermediate and large prob-
abilities (p ≥ 0.5) , the certainty equivalents become significantly different. Thus, 
the results indicate that the sensitivity to time delay depends on probabilities: 
Subjects are less sensitive to time delay for small probabilities (especially when 
comparing two future payments) but become progressively more sensitive to time 
delay for intermediate and large probabilities. The subsequent sections will esti-
mate the model in Eq.(1) to capture the risk-time preferences interaction.

Fig. 1  Mean certainty equivalents for different probabilities of winning € 100. Note: The vertical lines 
are the standard error bars

Table 5  Differences of mean 
certainty equivalents

Results reported are for paired t-tests: * - significant at � = 0.1 , **- 
significant at � = 0.05 , *** - significant at � = 0.01

i z0 − z2 z0 − z4 z2 − z4

10 1.07 2.04 0.96
11 3 2.93 −0.07

12 6.98∗∗ 6.07∗ −0.94

13 9.9∗∗ 9.0∗∗ −0.9

14 4.29 13.9∗∗∗ 9.6∗∗
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3.6.3  Estimating Eq. (1)

Utility function. The Eq. (1) assumes that the utility u of outcomes does not vary 
with the time of payment. Below, we estimate the utility function u of Eq. (1) and 
test if different utility functions ut are required to explain choices for different time 
delays.

Utility function of Eq. (1). The utility function u in Eq. (1) can be constructed using 
the certainty equivalent elicited for prospects i = 5,… , 9, 11 in Table 1. Note that, 
the six prospects have probabilities fixed but outcome varying, this makes the util-
ity elicitation task easier. A prospect i = 5,… , 9, 11 in Table  1 pays outcome xi 
with probability 0.25 and outcome yi with probability 0.75. The certainty equiva-
lents of the prospects 5,… , 9, 11 are indicated by z0

5
,… , z0

9
, z0

11
 . By equating the 

elicited CE to Eq. (1), we can construct the utility function u. The utility function 
u minimizes ||z0

i
− u−1((w0(0.25)(u(xi) − u(yi)) + u(yi)))|| for i = 5,… , 9, 11 . Other 

studies have used similar approaches to estimate utility under nonexpected utility 
framework (Abdellaoui et  al.,  2011a, b,  c). We assume a power parametric speci-
fication for the utility function i.e., u(x) = x� for 𝛼 > 0 , u(x) = ln(x) for � = 0 , and 
u(x) = −(x�) for 𝛼 < 0 , which implies constant relative risk aversion (CRRA) (see 
Wakker, 2008, 2010). Table 6 provides the mean and median power parameters (�) 
of the utility function.13 The mean and median power parameters indicate that the 
utility function u is concave. Consistent with the literature, major proportion of sub-
jects (73%) have concave utility.

Utility function for two and four month delays. In this sub-section, we check if different  
utility functions are required for different time delays. In order to do that, we assume 
that the utility function in Eq. (1) varies with time delay t, indicated by ut . We construct 
the utility function for delays t = 2, 4 by using the certainty equivalents zt

i
 elicited 

Table 6  Power parameter of 
utility for zero time delay

Power parameter ( �)

Mean Median S.D. Concave utility %
u 0.84 0.72 0.39 73

Table 7  Power parameter of 
utility for two and four months 
delay

Power parameter ( �)

Mean Median S.D. Concave utility %
u2 0.85 0.71 0.36 66%
u4 0.86 0.8 0.42 73%

13 The results are for forty four subjects. For three subjects, the algorithm did not converge.
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tomorrow for prospects i = 5,… , 9, 11 and the utility function u elicited for zero time 
delay. The utility function ut minimizes ||zt

i
− u−1((wt(0.25)(ut(xi) − ut(yi)) + ut(yi)))|| 

for i = 5,… , 9, 11 and t = 2, 4 . Table 7 lists the mean, median, and standard devia-
tion of the utility function parameters for two and four month delay. Figure 2 plots 
the cumulative distribution of power parameters of the utilities. A one-way ANOVA 
test with repeated measures did not reject the null hypothesis of the stationarity of the 
utility for different time delays (p-value= 0.61 ). Paired t-tests also show that there is 
no difference in the power parameter of utilities for different time delays (p-values > 
0.35). Thus, the utility from future payments did not differ from the utility from imme-
diate payments.

Fig. 2  Empirical distribution of utility powers

Table 8  Weighting function for 
different time delays

Probability 0.05 0.25 0.5 0.75 0.95

w0 Mean 0.13 0.23 0.39 0.55 0.73
Median 0.11 0.20 0.38 0.58 0.76
S.D. 0.11 0.14 0.16 0.21 0.19

w2 Mean 0.13 0.20 0.31 0.46 0.69
Median 0.12 0.18 0.31 0.46 0.68
S.D. 0.09 0.13 0.16 0.21 0.22

w4 Mean 0.12 0.20 0.32 0.47 0.59
Median 0.11 0.19 0.32 0.46 0.64
S.D. 0.1 0.14 0.18 0.21 0.23
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Probability‑time interaction. In the previous section, we showed that the utility of 
outcomes for different time delays are not different from each other. This and our 
model free evidence suggests that the risk-time interaction might be due to the inter-
action between probability and time delay. To understand the nature of the inter-
action, we estimate the probability weight wt in Eq. (1) without any parametric 
assumptions.

Estimating the probability weighting. The certainty equivalents zt
i
 elicited for pros-

pects i = 10,… , 14 allows estimating the probability weights without any paramet-
ric assumptions. The probability weight wt for probabilities p = 0.05,… , 0.95 is 
given by wt(p) =

u(zt
i
)

u(100)
 for i = 10,… , 14. Table 8 lists the probability weights. We 

can observe that mean w0 is inverse-s shaped, it overweights small probabilities 
( p = 0.05 ) and underweights intermediate and large probabilities ( p > 0.25 ). 
Table  9 compares the difference between probability weights for different time 
delays. A 3 × 5 ANOVA test with repeated measures rejected the null hypothesis 

Fig. 3  Mean probability weights for different time delays

Table 9  Testing the difference 
between the probability weights

Results reported are for paired t-tests: *- significant at � = 0.1 , * *- 
significant at � = 0.05 , *** - significant at � = 0.01

p w0 − w2 w0 − w4 w2 − w4

0.05 0 0.01 0.01
0.25 0.03 0.03 0
0.5 0.07** 0.06* -0.01
0.75 0.09** 0.08* 0.01
0.95 0.04 0.14** 0.1**
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that probability weights are not influenced by the time delay (p-value = 0.0001). We 
also did a one-way ANOVA with repeated measures to test if time delay affects the 
probability weights for different probability levels. We find that for small probabili-
ties ( p ≤ 0.25 ), the time delay has no effect on probability weights (p-value = 0.22). 
However, for large probabilities ( p ≥ 0.5 ), the time delay has a significant effect on 
probability weights (p-value=0.003). The paired t-tests reported in Table 9 also sup-
ports the conclusion. Thus, consistent with our model free evidence, we observe that 
subjects are insensitive to time delay for small probabilities but become progres-
sively more sensitive to time delay as the probability of gain increases. Figure  3 
plots the mean probability weight w with standard error bars for different 
probabilities.

Thus, we estimated the parameters of source function model in Eq. (1) and 
characterized the risk-time preferences interaction with minimal parametric 
assumptions. Our results show that there is no interaction between utility and time 
delay, but there is a significant interaction between probability and time delay: 
subjects are insensitive to time delay for small probability of gains but become 
progressively more sensitive to time delay as probability of gain increases. In the 
next section, we compare the fit of axiomatic models described in Section 2 to 
our data. The model fitting exercise will help us understand the best way to model 
risk and time preferences.

Table 10  Aggregate level estimates

DEU refers to the discounted expected utility model, DRDU refers to the discounted rank dependent util-
ity model, PTT* refers to the probability-time tradeoff model without the magnitude effect, Halevy refers 
to the model in Halevy (2008), RSU refers to the range and sign dependent utility model, WTU refers to 
the weighted temporal utility model. For detailed description of the models refer Sect. 2

Parameters DEU DRDU PTT* Halevy RSU WTU 

Utility curvature ( �) 0.52 0.55 0.48 0.51 0.53 0.76
Monthly discount rate (r = −ln �) 5.2% 4.4% 1.1% 2.7% 0.01% 1.8%

Probabilistic pessimism ( �) 0.81 0.81 0.78 0.89 1.21
Probabilistic sensitivity ( �) 0.49 0.48 0.46 0.51 0.48
Magnitude effect (M) 2.14
� variation with time (K) −0.12

Mortality risk (P) 0.002
Mean square error 291.9 234.11 219.5 215.37 201.8 202.9
Log likelihood −9003 −8770 −8702 −8681 −8613 −8619

AIC 18012 17550 17414 17374 17239 17250
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4  Parametric model fitting

We estimate the models described in Section  2 using maximum likelihood by 
assuming normally distributed standard errors (see Appendix C for details). For 
the model fitting exercise, we assume u is of power parametric specification and 
weighting function w is a Prelec two-parameter weighting function (Prelec, 1998) 
i.e., w(p) = e(−�(−log(p))

� ) , where � ≥ 0 captures probabilistic pessimism (elevation 
of weighting function) and 0 ≤ � ≤ 1 captures the sensitivity to probabilities (steep-
ness of weighting function). To estimate the parameters of PTT (without the mag-
nitude effect M), we extend the model to two non-zero outcome prospects in the 
Appendix C. In fact, RSU generalizes PTT to multiple outcome prospects by also 
taking into account the magnitude effect. We consider two specifications for the 
discount rate rx,y in the RSU model i.e., rx,y = r0 +M∕x and rx,y = r0 +M∕(x + y) . 
The RSU model with rx,y = r0 +M∕(x + y) fits the data better and it is reported in 
Table 10. The RSU model with other specifications for discount rate rx,y are reported 
in Appendix C.1415 A positive M indicates that the larger outcomes have smaller 
discount rates (magnitude effect). We estimate the WTU model by extending it to 
two non-zero outcome prospects (see Appendix C for details) and by parameterizing 
the utility function parameter � to vary with time delay: �(t) = � + Kt . A negative 
value for K indicates that subjects have more concave utility for outcomes paid in 
the future.

Aggregate level results. The aggregate level results are reported in Table  10. We 
compare the model based on the Akaike information criterion (AIC). Lower the 
AIC, better the model fits the data taking into account the number of parameters in 
the model. We can observe that models that assume no risk-time preferences interac-
tion (DEU and DRDU16) have a high AIC and therefore does not fit the data very 
well. In fact, the PTT model without the magnitude effect parameter and the Halevy 
(2008) model, which capture the risk-time interaction, fit the data better than DEU 
and DRDU. Our results also shows that accounting for magnitude effect is impor-
tant: RSU and WTU have a better fit than Halevy and PTT without magnitude effect 
(PTT*). One more important observation from Table  10 is that the monthly dis-
count rate becomes smaller when we start accounting for the risk-time preferences 
interaction.

Individual level results. The individual level results are reported in Tables 11 and 
15 (Appendix C). Consistent with aggregate level results, we can observe that 
the mean log-likelihood is highest for models (RSU and WTU) that capture risk-
time preferences interaction and account for the magnitude effect. Also, note that 

14 We estimate the RSU model by assuming S(t) = pe−rt.
15 The parameters of RSU are also elicited for an alternate specification of the discount rate 
rx = r0

[

1 +
M

x

]

 in Table 14, Appendix C.
16 We also estimated the hyperbolic discounted rank dependent utility (HDRDU) model, but the esti-
mated AIC was higher than the DRDU model.
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the parameters estimated at individual level are closer to aggregate level results. In 
the case of RSU model, although the mean discount rate for a month is extremely 
low, it is compensated by a higher value for the magnitude effect parameter M. The 
trimmed mean M = 3.2 , implies that for the sum of outcome ranges considered in 
our experiment [25, 175], the mean monthly discount rate is 10.9% (12.8% − 1.8%) 
higher for a prospect whose sum of outcomes equals 25 compared to a prospect 
whose sum of outcomes equals 175. Estimating Halevy (2008) model also allowed 
us to calibrate the mortality risk (that the payment will not be received) in our exper-
iment. The median mortality risk is extremely low (less than 0.01% ). We also find 
that the parameter K of the WTU model is negative indicating that utility function 
becomes more concave for future payments.

Table 11  Individual level estimates

MeanT corresponds to trimmed mean after removing 10% values in each tail. DEU refers to the dis-
counted expected utility model, DRDU refers to the discounted rank dependent utility model, PTT* 
refers to the probability-time tradeoff model without the magnitude effect, Halevy refers to the model in 
Halevy (2008), RSU refers to the range and sign dependent utility model, WTU refers to the weighted 
temporal utility model. For detailed description of the models refer Sect. 2

Model Parameters Mean MeanT Median 1st Q 3rd Q

DEU � 0.58 0.5 0.53 0.21 0.77
r 5.3% 4.2% 2.9% 0.8% 8.1%

Log likelihood −169

DRDU � 0.58 0.55 0.52 0.41 0.66
r 4.17% 3.8% 3.5% 1.2% 6.1%

� 0.87 0.82 0.79 0.62 1.01
� 0.59 0.59 0.59 0.39 0.78
Log likelihood −166.4

Halevy � 0.58 0.55 0.53 0.41 0.66
r 2.2% 1.6% 0.8% 10−5% 2.8%

� 0.88 0.86 0.84 0.69 1.03
� 0.58 0.57 0.52 0.38 0.75
P 0.02 0.01 1.4 × 10−4 5.4 × 10−11 0.021
Log likelihood −163.6

RSU � 1.02 0.82 0.69 0.54 1.09
r0 10−3% 10−5% 0% 0% 0%

� 1.45 1.34 1.32 0.8 1.81
� 0.6 0.6 0.60 0.40 0.80
M 5.07 3.32 1.83 0.08 6.4
Log likelihood −161.3

WTU � 0.97 0.75 0.73 0.56 0.83
r 4.1% 2.8% 2% 0.03% 6.2%

� 1.39 1.2 1.25 0.89 1.51
� 0.57 0.57 0.57 0.38 0.77
K −0.13 −0.09 −0.07 −0.13 −0.03

Log likelihood −161.2
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In addition, for each of the 47 subjects, we compared the models pairwise based 
on the degree of fit (AIC). Pairwise comparisons prevent similar models competing 
for the same subjects from crowding out each other (Kothiyal et al., 2014). We find 
that RSU model (followed by WTU) performs best in all pairwise-comparisons (see 
Table 15 Appendix C for more details).

5  Follow‑up study

In order to replicate the results of the experiment, we conducted a follow-up study 
with 198 subjects (47% Female, Age ∼ 23 ). The study was conducted online and 
our subjects were Master in Management (MIM) students of IE Business School 
in Madrid, Spain. We elicited CEs of the 198 subjects using bisection method for 
28 prospects with different outcomes, probabilities, and time of payment. The pros-
pects were a subset of the 44 prospects used in Table 1. As the study was conducted 
online, we reduced the number of questions to make the task easier for the sub-
jects. However, the CEs elicited for the 28 prospects were sufficient to replicate the 
core findings of our first experiment. All participating subjects received class credits 
for participation, in addition 5% of the subjects received amazon vouchers based on 
their choices. For more details on the study logistics, refer to Appendix E.

We replicated the results of the first experiment in the follow-up study and pro-
vide a stronger statistical evidence: As in the first experiment, (1) subjects predomi-
nantly exhibit sub-additive discounting. In addition, they are risk seeking for small 
probabilities and risk averse for large probabilities of gains. (2) our model free evi-
dence based on certainty equivalence (in Figure 8, Appendix E) shows that, subjects 
are insensitive to future time delays for small probabilities (p ≤ 0.5) . However, for 
large probabilities (p > 0.5) , subjects are more sensitive to time delays. (3) We find 
that the the utility of the subjects is unaffected by time delay (Table 17, Appendix 
E). However, the time delay significantly impacts the probability weights as in the 
first experiment i.e., the probability weights are insensitive to time delay for small 
probability of gains but become progressively more sensitive to time delay as the 
probability of gain increases (Fig. 9 and Table 21, Appendix E). (3) Finally, we fit 
the models in Section 2 to all the 198 subjects. We find that models that account 
for risk-time preferences interaction and account for the magnitude effect fit the 
data better than other models (see Table 22 in Appendix E). For more details on the 
results, refer to Appendix E.

6  Discussion and conclusions

Our main experiment and the follow-up study allowed us to measure the risk prefer-
ences, the time preferences, and the risk-time preferences interaction. First we focus 
on the model free evidence based on certainty equivalents (CEs). We find that sig-
nificantly higher proportion of our subjects are sub-additive (Read, 2001), but we do 
not find a significant evidence for predominance of subjects with decreasing impa-
tience. Other studies in the literature that controlled for sub-additive discounting also 
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find a similar proportion of decreasingly impatient subjects (e.g., Halevy, 2015). The 
risk attitudes of our subjects are consistent with the findings in literature (Abdellaoui 
et al., 2011c). Our subjects are risk seeking for small probabilities and risk averse for 
intermediate and large probabilities.

Focusing on the risk-time preferences interaction, we find that the certainty 
equivalents of a prospect for different time delays are not significantly different from 
one another for small probabilities ( p = 0.05, 0.25 ). However, for intermediate and 
large probabilities, the certainty equivalents become significantly different. Thus, 
our results indicate that subjects are less sensitive to time delay for small probabili-
ties of gains but become progressively more sensitive to time delay for intermediate 
and large probabilities of gains. Previous experimental studies have shown that a 
time delay produces the same effect as reduction in probability. They have explored 
how changes to the probability of receiving outcomes affect the non-stationarity in 
time preferences (Keren & Roelofsma, 1995; Baucells & Heukamp, 2010; Andreoni 
& Sprenger, 2012). Here, we show that the time preferences (discount rates) them-
selves may depend on the outcome probabilities. In fact, our results imply that, in 
many contexts such as public lotteries or start up investing, where the probability of 
winning is small, the time delay of receiving the outcomes will matter less. There-
fore, a start-up offering a large gain with small chance far into the future might be 
valued higher than an equivalent start-up offering a slightly smaller gain with the 
same chance, earlier. On the other hand, when we consider investments where the 
gains are likely, e.g., returns from highly rated government bond investments, the 
time delay of receiving the outcomes will matter more.

Our results also aid in understanding how a DM incorporates time delay into his 
valuations: does the time delay interact with the utility (taste) of outcomes or does 
it interact with the probabilities (likelihood judgement)? In our experiment, we find 
that there is no interaction between the utility and time delay. However, we find that 
there is a significant interaction between probability and time delay: For small prob-
abilities ( p ≤ 0.25 ), the weighting functions for different delays cannot be separated 
from one another. Only for intermediate and large probabilities, the weighting func-
tions become significantly different from one another. These result confirms our ear-
lier conclusion on probability-time interaction based on observing only the CEs and 
also points to the fact that, subjects in our experiment might have treated the future 
payments as inherently risky (Halevy, 2008; Baucells & Heukamp, 2012). However, 
this does not mean that utility and time delay does not interact with one another in 
real world decision making. As pointed out in Gerber and Rohde (2018), changes 
to the baseline consumption can affect the utility received from future payments. In 
our experiment, as the outcome size and time delay is small (maximum delay of 4 
months), the changes to baseline consumption may not have been very apparent to 
the subjects.17

17 In fact, when we consider all 44 prospects and estimate the WTU model, the K parameter is negative 
indicating the dependence of utility on time of payment.
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In addition, the nature of probability-time interaction we observed also has impli-
cations for modeling. For instance, Baucells and Heukamp (2012) assume the prob-
ability-time trade-off axiom, which implies constant trade-off between probability 
and time delay for a specific outcome size. The insensitivity to time delay under 
small probabilities, would imply that dividing the probabilities of two prospects by 
the same constant � ∈ [0, 1] might break the indifference between the prospects and 
shift the preference towards the prospect with larger probability. We observe that 
72% of our subjects have such preference in our experiment that violates the prob-
ability-time trade-off axiom (see Appendix D for details). Andreoni and Sprenger 
(2012) also find similar common ratio violations in their experiment. These find-
ings imply that future models should relax the PTT axiom and modify the paramet-
ric specification w(pe−rt) for the probability-time interaction function (Baucells & 
Heukamp, 2012).

Finally, we fit the existing decision models to our data and compare them. We find 
that models that assume no risk-time interaction (DEU and DRDU) perform poorly 
compared to models that assume risk-time interaction. This confirms our earlier find-
ing that risk-time preferences interaction should be taken into account while building 
models. Our results also show that models that capture probability-time interaction 
and account for magnitude effect (RSU, WTU) perform better than other models at 
both the individual and the aggregate level. Considering the significance of magni-
tude effect, policy makers should be careful in choosing the outcome size for eliciting 
time preferences in the field. Another important insight from our model fitting exer-
cise is that, the monthly discount rate becomes smaller when we account for risk-time 
preferences interaction. Previous studies have shown that controlling for utility cur-
vature and probability weighting is important in estimating discount rates (Andersen 
et al., 2008; Attema et al., 2010; Abdellaoui et al., 2019). We show that, in addition, 
policy makers and decision analysts should take into account the risk-time prefer-
ences interaction while estimating discount rates capturing “pure” time preferences.

To sum up, the contribution of the paper is three fold. First, we develop an experi-
ment to provide clean model free evidence on how DMs combine outcomes, prob-
abilities, and time delays into their valuation. We show that DMs are insensitive to 
time delay for small probability of gains, but become progressively more sensitive 
to time delay as the probability of gain increases. Second, we use a simple model to 
show that time delay affects mainly the probability processing. Third, we compare the 
fit of existing axiomatic decision models that capture risk and time preferences. We 
show that models which capture risk-time preferences interaction and account for the 
magnitude effect best fits our data. We also replicate the results in a follow-up study.

Supplementary Information The online version contains supplementary material available at https:// doi. 
org/ 10. 1007/ s11166- 022- 09394-9.
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